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Abstract 

In this paper we proposed an algorithm for image de-nosing based on; the two level 

discrete wavelet transform (DWT), and Wiener filter, also this paper describe estimate 

noise power. At first The DWT transform noisy image into sub-bands, consist of low-

frequency and high-frequencies, and then estimate noise power for each sub-band. 

The noise power is computed through two important computations; compute square of 

variance for each sub-band then compute the mean of the variance. After compute the 

variance apply the wiener filter on each sub-band by using local window nn , finally 

perform inverse DWT to obtain de-noised image. Our algorithm tested on the two 

color images and also compared with Normal Shrink filter and Wiener filter.   

 صة:الخلا

 

 ، و Wiener filter  و  DWTفي هذا البحث نقترح  واازميةرة لامالرة التهران  يرو المرازد يعرت ذد   ر   

    ر  المرازد DWTأنضا ناضح في هذا البحث تخمةو قاد التهان  في المازد المهاهة. فري البذانرة نقبر   

المررازد المهرراهة ولشررو مهررش   المهرراهة لتالةررذ أزمصررة يمررفافا؛ ي فمرر ة  الممررفافة الولرر  تحتررا    رر  قررة 

يمغح. أيا المفافا؛ الثلاثة المتبقةة تحتا      تفاصة  المازد وتحتا      قاد التهان . في المحح رة الثانةرة 

يو هذهِ الخاازميةة نقام محعاب قاد التهان  في المازد ماستخذام يصادلتةو ياضحة فري هرذا البحرث. والمحح رة 

    ر  لر  يمرفافة ي فمر ة ماسرتخذام نافرذد صرغةحد. وأوةرحا نقبر  Wiener filterالثالثرة نقبر  واازميةرة  

  لحمررا    رر  صررازد يحعرر ة . فرري هررذهِ الخاازميةررة ناضررح  م ةررة المقازنررة يرر  DWTالصم ةررة الصشعررةة   

 طحقةتةو يعتخذد في أمالة التهان      
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1. Introduction 

An image is often corrupted by noise in its acquition and transmission. Image de-

noising is used to remove the additive noise while retaining as much as possible the 

important signal features. In the recent years there has been a fair amount of research 

on wavelet thresholding and threshold selection for signal de-noising [1,2-4], because 

wavelet provides an appropriate basis for separating noisy signal from the image 

signal. The motivation is that as the wavelet transform is good at energy compaction, 

the small coefficient is more likely due to noise and large coefficient due to important 

signal features [5]. These small coefficients can be thresholded without affecting the 

significant features of the image. Thresholding is a simple non-linear technique, 

which operates on one wavelet coefficient at a time. In its most basic form, each 

coefficient is thresholded by comparing against threshold, if the coefficient is smaller 
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than threshold, set to zero; otherwise it is kept or modified. Replacing the small noisy 

coefficients by zero and inverse wavelet transform on the result may lead to 

reconstruction with the essential signal characteristics and with less noise. Since the 

work of Donoho & Johnstone [6,7,8], there has been much research on finding 

thresholds, however few are specifically designed for images. In this paper, a near 

optimal threshold estimation technique for image de-noising is proposed which is 

subband dependent i.e. the parameters for computing the threshold are estimated from 

the observed data, one set for each subband.  

 

Spatial filters have long been used as the traditional means of removing noise from 

images and signals. These filters usually smooth the data to reduce the noise, but, in 

the process, also blur the data [8,9]. In the last decade, several new techniques have 

been developed that improve on spatial filters by removing the noise more effectively 

while preserving the edges in the data. Some of these techniques borrow ideas from 

partial differential equations and computational fluid dynamics. Other techniques 

combine impulse removal filters with local adaptive filtering in the transform domain 

to remove not only white & mixed noise, but also their mixtures [10,12]. A different 

class of methods exploits the decomposition of the data. In this paper we introduce an 

algorithm for image de-nosing by using two level discrete wavelet transform and 

adaptive filter (i.e. Wiener filter), the idea for our algorithm decompose a noisy image 

into low frequency and high-frequencies sub-bands. Each sub-band filtered by using 

adaptive filter, finally perform inverse DWT transform to obtain a de-noised image.  

 

 

2. Discrete Wavelet Transform (DWT) 

 

The Discrete Wavelet Transform (DWT) of image signals produces a non-

redundant image representation, which provides better spatial and spectral localization 

of image formation, compared with other multi-scale representations such as 

"Gaussian" and "Laplacian" pyramid. Recently, discrete wavelet transform has 

attracted more and more interest in image de-noising [2-4]. The DWT can be 

interpreted as signal decomposition in a set of independent, spatially oriented 

frequency channels. A signal is passed through two complementary filters and 

emerges as two signals, approximation and Details. This is called decomposition. The 

components can be assembled back into the original signal without loss of 

information. This process is called reconstruction [7]. An image can be decomposed 

into a sequence of different spatial resolution images using DWT. In case of a 2D 

image, a 2 level decomposition can be performed resulting different frequency bands 

namely, LL, LH, HL and HH as shown in Figure-1. These are also known by other 

names, the sub-bands may be respectively called first average image, horizontal 

fluctuation, vertical fluctuation and the diagonal fluctuation. The sub-image LL is 

formed by computing the trends along rows of the image followed by computing 

trends along its columns. In the same manner, fluctuations are also created by 

computing trends along rows followed by trends along columns. The next level of 

wavelet transform is applied to the low frequency sub band image LL only. The 

Gaussian noise will nearly be averaged out in low frequency wavelet coefficients [8]. 
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Figure -1.  Two level Discrete Wavelet Transformation 

      

                        

All digital images contain some degree of noise [9]. The proposed de-noising 

algorithm attempts to remove the Gaussian noise from an image. Ideally, the resulting 

de-noised image will not contain more noise. De-noising of natural images corrupted 

by Gaussian noise using wavelet techniques is very effective because of its ability to 

capture the energy of a signal in few energy transform values. The methodology of 

the discrete wavelet transform based image de-noising has the following three steps: 

 

1) Transform the noisy image into frequency domain by discrete wavelet transform. 

2) Apply Wiener filter on each sub-band, by using local window nn   

3) Perform inverse discrete wavelet transform to obtain the de-noised image. 

 

 

3. Estimate Parameters for Wiener Filter 

The Wiener filter is used to removing Gaussian noise from a corrupted image 

based on statistics estimated from a local neighborhood of each pixel [1]. This filter 

depending on the noise power (i.e. noise variance in a corrupted image). Where the 

variance is large, the filter performs little smoothing [2,3]. Where the variance is 

small, the filter performs more smoothing; this filter often produces better results than 

other filtering used for image enhancement [5]. In this paper we using this filter with 

local window nn  applied on the DWT to remove Gaussian noise from each 

subband. The Wiener filer illustrated in the following equations [5]: 
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Note \ Mask size n=3,5,7 

 

In the above two equations used to estimates local mean and local standard deviation, 

for local window nn  at noisy sub-band. Finally apply Wiener filter for each 

coefficient inside local window nn  to obtain de-noised coefficients, then the local 

window moved one step from left to right to obtaining new de-noised coefficients 

D(i,j) shown in the following equation [10]:   

    

 

 

Noisy Image 
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Note \ i , j=3,5,7 

 

The following List-1 illustrated Wiener filter applied to one of the discrete wavelet 

transform sub-bands, assume the sub-band f(i,j): 
 

List-1 

For i=1 to column size of a subband) 

    For j=1 to  row size of a subband) 

        = Compute mean for local window(i,j); 

         2
 = compute Standard deviation for local window(i,j); 

        For L1=i to i+n 

          For L2=j to j+n 

             D( L1 , L2 )=  +[( 2
 – Noise)/  2   

] * [f( L1 , L2 ) -  ] 

          End; // for4 

        End;  // for3 

        j=j+1  //  

    End; // for2 

       i=i+1 

End;  // for1 

 

In equation (3) the "Noise" is represented power of noise in corrupted image, and this 

value estimated by using the following equations: 
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Note \ i =1,2,3,.…. N 

          j =1,2,3,….. M 
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The new matrix Average(i,j) store the average value for each local window nn  

from the noisy image. The idea for this matrix look like image enhancement filter 

[12], uses local window nn  to sum all coefficients, then divided by n
2
. Also in same 

way compute the matrix Variance(i,j), but in this matrix we take square for each 

coefficient then subtracted with square of the Average(i,j), finally from this matrix 

compute the average value which is represents noise power (Noise).  The List-2 and 

List-3 illustrated the computation for matrices; Average(i,j) and Variance(i,j) 

respectively for each sub-band, just the noise power for LL2 is divided by "n" which 

is represents root square of the n
2
. 

          

 
List-1 

For i=1 to column size of a subband) 

    For j=1 to  row size of a subband) 

            Sum=0; 

            For L1=i to i+n 

List-2 

For i=1 to column size of a subband) 

    For j=1 to  row size of a subband) 

            Sum=0; 

            For L1=i to i+n 
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            For L2=j to j+n 

             Sum=Sum + f( i+L1, j+L2 );   

          End; // for4 

        End;  // for3 

        Average( i , j )=Sum/n
2
; 

        j=j+1  //  

    End; // for2 

       i=i+1 

End;  // for1 

 

            For L2=j to j+n 

             Sum=Sum + f 
2
( i+L1, j+L2 );   

          End; // for4 

        End;  // for3 

        Variance( i , j )=(Sum / n
2
) – Average

2
( i , j ); 

        j=j+1  //  

    End; // for2 

       i=i+1 

End;  // for1 

 

 

 

4. Computer Results  

    In this section we applied our algorithm on the two color images                  

(Animal and X-ray), with two noise variances. The two color images consist from 

three layers; Red, Green and Blue. Each layer process by implementing our algorithm 

using MATLAB language, the noisy images are transformed by two levels DWT to 

produce seven sub-bands (See Figure-1), and then apply the Wiener filter on each 

sub-band with two local window sizes.  

 

The two original images corrupted with Gaussian noise variance=0.02, and the noisy 

images are enhanced with our algorithm by use two local window size = 33  and 

55 . Also the two images are corrupted with Gaussian noise variance=0.05, and our 

algorithm attempted to remove the noise as shown in Figure- 3.   

                      

        
      (a) Original Animal image                                (b) Noisy Animal image with Variance = 0.02 

 

        
(c) Filter Animal image by our algorithm       (d) Filtered Animal image by our algorithm  

                With Local window 33                               With Local window 55  
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(e) Original X-ray image      (f) Noisy X-ray image     (g) Filter X-ray image          (h) Filter X-ray image 

                                                with Variance = 0.02       with Local window 33      with Local window 55  

 

 

                

Figure-2. Our algorithm removed Gaussian noise from the two color images. 

 

              
(a) Noisy image with Variance = 0.05 

                                                                                          

                 
(b) Filter image by our algorithm with 

Local window 33  
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(c) Filter image by our algorithm with 

Local window 55  

 
Figure-3. Our algorithm remove Gaussian noise from the two color images. 

 

 Table -1 and Table -2 shows the image quality for our algorithm by using Peak 

Signal to Noise Ratio (PSNR) is represents a measurement for comparing the original 

images with the filtered images [12]. PSNR calculated using equation (7) it is 

measured on a logarithmic scale and is based on the mean squared error (MSE) 

between an original images and filtered images, relative to (255)
2 (i.e. the square of 

the highest possible signal value in the image). Maximum value for PSNR represents 

better image quality. 

 

MSE

255
log10PSNR

2

10                                                                                                                    (7) 

 

 
Table 1. Our algorithm results for Animal Image 

Noise 

Variance 

Corrupted 

Image 

Filtered image 

Local window 33  

Filtered image 

Local window 55  

0.02 PSNR =17.4 dB PSNR =23.2 dB PSNR =25.1 dB 

0.05 PSNR =13.9 dB PSNR =20 dB PSNR =22.2 dB 

 
Table 2. Our algorithm results for X-ray Image 

Noise 

Variance 

Corrupted 

Image 

Filtered image 

Local window 33  

Filtered image 

Local window 55  

0.02 PSNR =17.6 dB PSNR =28.46dB PSNR =29.6 dB 

0.05 PSNR =14.1 dB PSNR =24 dB PSNR =25.1 dB 

 

 

Our algorithms compared with two important filters; Normal Shrink filter and 

Wiener filter, they are used for noise removal, these two filters applied on the same 

images, for showing the performance for our algorithm. The Normal Shrink filter 

based on the two levels DWT and soft-threshold for each sub-band except the LL2 

sub-band, this technique is widely used for removing Gaussian noise [7]. Also the 

Wiener filter is applied on the corrupted image with local window 55 . The 

corrupted image in Figure -2(b,f) and Figure-3(a) filtered by Normal Shrink filter as 

shown in Figure-4(a) and Figure-4(b) respectively, also the result of the Wiener filter 

shown in Figure-4(c) and Figure-4(d) respectively.     
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(a) Remove the noise variance=0.02 

by using Normal Shrink filter 

           
(b) Remove the noise variance=0.05 

by using Normal Shrink filter 

 

 

 

           
(c) Remove the noise variance=0.02                            

by using Wiener filter                                                    

 

 



 9 

            
(d) Remove the noise variance=0.05 

by using Wiener filter 
 

Figure -4 Filtered image with conventional method 

 

 

 
Table 3. Comparison with our algorithm using Animal image 

Method 
Corrupted image 

with Variance=0.02 

Filtered 

image 

Corrupted image 

with Variance=0.05 

Filtered 

image 

Our Algorithm PSNR =17.4 dB PSNR =26.15 dB PSNR=13.9 dB PSNR =23.85 dB 

Normal Shrink  PSNR =17.4 dB PSNR =25.2 dB PSNR=13.9 dB PSNR =23 dB 

Wiener Filter PSNR =17.4 dB PSNR =26 dB PSNR=13.9 dB PSNR =23.7 dB 

 
Table 4. Comparison with our algorithm using X-ray image 

Method 
Corrupted image 

noise Variance=0.02 

Filtered 

image 

Corrupted image 

noise Variance=0.05 

Filtered 

image 

Our Algorithm PSNR =17.6 dB PSNR =29.6 dB PSNR=14.1 dB PSNR =25.1 dB 

Normal Shrink  PSNR =  17.6  dB PSNR =  28.24 dB PSNR=14.1 dB PSNR =24 dB 

Wiener Filter PSNR =17.6 dB PSNR =27.2 dB PSNR=14.1 dB PSNR =22.9 dB 

 

 

       

5. Conclusion 
In this research we present a method for image de-nosing by using; two levels 

DWT and Wiener filter, the computer results shows our algorithm gives best image 

quality more than the conventional methods used in this research (See Table-1,2). Our 

algorithm remove all the noise approximately, especially if the noise variance more 

than 0.02 (See Figure -2 and Figure-3). Also in this research we are used two local 

window size, for test our algorithm, the results shows 55 window gives better results 

more than other local window 33  is used, and the results shows our algorithm not 

making blurred image compared with Wiener filter. The conventional methods ( i.e. 

Normal Shrink and the Wiener filters) used for image de-nosing they are not remove 

all the noise, which means the enhanced image still infected by noise, but These 

methods be more efficient if the noise variance is smaller than 0.02 [1,12] (See Figure 

-4(a,c)). In another side the conventional methods faster than our algorithm, because 

our algorithm need more computation to estimate noise power, filtering by local 

window, and two level decomposition by DWT.     

 

 



 11 

 

REFERENCES 

 

[1] Lim, Jae S., Two-Dimensional Signal and Image Processing, Englewood Cliffs, 

NJ, Prentice Hall, 1990. 

 

[2] Bui and G. Y. Chen, “Translation invariant de-noising using multiwavelets,” 

IEEE Transactions on Signal Processing, vol.46, no.12, pp.3414-3420, 1998. 

 

[3] D.L. Donoho and I.M. Johnstone, Adapting to unknown smoothness via wavelet 

shrinkage, Journal of American Statistical Assoc., Vol. 90, no. 432, pp 1200-1224, 

Dec. 1995. 

 

[4] D. L. Donoho, “Denoising by soft-thresholding,” IEEE Transactions on 

Information Theory, vol. 41, pp.613-627, 1995. 

 

[5] L. Sendur and I. W. Selesnick, “Bi-variate Shrinkage with Local Variance 

Estimation,” IEEE Signal Processing Letters, Vol. 9, No. 12, pp. 438-441,2002. 
 

[6] L.Sendur, I.W.Selesnick, “Bivariate shrinkage with local variance estimation”, IEEE 

Signal Processing Letters, 9(12), Dec 2002. 

 

 

[7] G. Y. Chen and T. D. Bui, “Multi-wavelet De-noising using Neighboring 

Coefficients,” IEEE Signal Processing Letters, vol.10, no.7, pp.211-214, 2003. 

 

[8] S. Grace Chang, Bin Yu and M. Vattereli, Wavelet Thresholding for Multiple 

Noisy Image Copies, IEEE Trans. Image Processing, vol. 9, pp.1631- 1635, 

Sept.2000. 

 

[9] E. Ordentlich, G. Seroussi, S. Verd´u, M. Weinberger, and T. Weissman, A 

discrete universal denoiser and its application to binary images, in Proceedings of the 

IEEE International Conference on Image Processing, Vol. 1, Barcelona, Spain, 2003, 

pp. 117–120. 

 

[10] S. A. Awate and R. T. Whitaker, Image denoising with unsupervised, 

information-theoretic, adaptive filtering, in Proceedings of the IEEE International 

Conference on Computer Vision and Pattern Recognition, 2005, to appear.  

 

[11] Scheunders P., .Wavelet thresholding of multivalued images., IEEE Trans. 

Image Process., vol. 13, pp. 475-483, April 2004. 

 

[12] Rafael C. Gonzalez, Richard E. Woods "Digital Image Processing", Addison 

Wesley publishing company – 2001. 

 

 

 

 

 

 



 11 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


